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Do LLMs serve Europe?
• Top LLMs are primarily trained on English, or English-Chinese

• Commercial models language mix is not often disclosed eg. 
Google’s Gema 2 9B trained on 8 trillion tokens of web data 
primarily in English, code, maths

• Data mix not given: Aya-Expanse 8B (Dang et al. 2024) covers 
23 languages - not focussed on Europe

• Initial efforts in bilingual (CroissantLLM, FinLLM) or on a 
language family (VikingLLM) 

• TowerLLM covered 10 languages and instruction for 
translation related tasks based on Llama2

• Tueken, Salamander came out in parallel 
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Multilingual Performance
6

Fig. 6. Reasoning accuracy on MGSM, MSVAMP, XCSQA and XNLI. The improvement in multilingual performance is evident in all three reasoning
scenarios: reasoning with chain-of-thought, reasoning with program-of-thought and reasoning without intermediate thought.

MGSM, MSVAMP) / the label within brackets (for XCSQA) /
the output label (for XNLI) that appears in the LLM-generated
response with the gold answer.

V. EXPERIMENT RESULTS

In this section, we will report experiment results and intro-
duce our main findings.

The Power of Question Translation Training in Multilingual Reasoning: Broadened Scope and Deepened Insights
Wenhao Zhu, Shujian Huang, Fei Yuan, Cheng Chen, Jiajun Chen, Alexandra Birch

CodeLLama7B
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EuroLLM Aims

• Multilingual Support all official EU languages plus selected 
major world languages. Pretrain from scratch with best 
tokenisation!

• High Performance Competitive with similar sized open-weights 
models.

• Open Source No usage restrictions, code and data made 
available.
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The Team
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Several streams: data, evaluation, multilingualization, instruction tuning, …

José 
Pombal

Ben PetersPedro 
Martins

Patrick 
Fernandes

Nuno 
Guerreiro

Duarte 
Alves

João Alves

Amin Farajian

Ricardo 
Rei

Sweta 
Agrawal

José 
Souza

André 
Martins

Pierre 
Colombo

The Tower Team 

Several streams: data, evaluation, multilingualization, instruction tuning, …

José 
Pombal

Ben PetersPedro 
Martins

Patrick 
Fernandes

Nuno 
Guerreiro

Duarte 
Alves

João Alves

Amin Farajian

Ricardo 
Rei

Sweta 
Agrawal

José 
Souza

André 
Martins

Pierre 
Colombo

The Tower Team 

Several streams: data, evaluation, multilingualization, instruction tuning, …

José 
Pombal

Ben PetersPedro 
Martins

Patrick 
Fernandes

Nuno 
Guerreiro

Duarte 
Alves

João Alves

Amin Farajian

Ricardo 
Rei

Sweta 
Agrawal

José 
Souza

André 
Martins

Pierre 
Colombo

The Tower Team 

Several streams: data, evaluation, multilingualization, instruction tuning, …

José 
Pombal

Ben PetersPedro 
Martins

Patrick 
Fernandes

Nuno 
Guerreiro

Duarte 
Alves

João Alves

Amin Farajian

Ricardo 
Rei

Sweta 
Agrawal

José 
Souza

André 
Martins

Pierre 
Colombo

The Tower Team 

Several streams: data, evaluation, multilingualization, instruction tuning, …

José 
Pombal

Ben PetersPedro 
Martins

Patrick 
Fernandes

Nuno 
Guerreiro

Duarte 
Alves

João Alves

Amin Farajian

Ricardo 
Rei

Sweta 
Agrawal

José 
Souza

André 
Martins

Pierre 
Colombo

The Tower Team 

Several streams: data, evaluation, multilingualization, instruction tuning, …

José 
Pombal

Ben PetersPedro 
Martins

Patrick 
Fernandes

Nuno 
Guerreiro

Duarte 
Alves

João Alves

Amin Farajian

Ricardo 
Rei

Sweta 
Agrawal

José 
Souza

André 
Martins

Pierre 
Colombo

The Tower Team 

Several streams: data, evaluation, multilingualization, instruction tuning, …

José 
Pombal

Ben PetersPedro 
Martins

Patrick 
Fernandes

Nuno 
Guerreiro

Duarte 
Alves

João Alves

Amin Farajian

Ricardo 
Rei

Sweta 
Agrawal

José 
Souza

André 
Martins

Pierre 
Colombo

Pedro Martins Ricardo ReiNuno GuerreiroPatrick FernandesJoão Alves Duarte Alves

Jose Pombal Amin Farajian Manuel Fayasse Mateusz Klimaszewski Pierre Colombo Françoise Yvan

Barry Haddow José de Sousa André Martins

The Tower Team 

Several streams: data, evaluation, multilingualization, instruction tuning, …

José 
Pombal

Ben PetersPedro 
Martins

Patrick 
Fernandes

Nuno 
Guerreiro

Duarte 
Alves

João Alves

Amin Farajian

Ricardo 
Rei

Sweta 
Agrawal

José 
Souza

André 
Martins

Pierre 
Colombo

The Tower Team 

Several streams: data, evaluation, multilingualization, instruction tuning, …

José 
Pombal

Ben PetersPedro 
Martins

Patrick 
Fernandes

Nuno 
Guerreiro

Duarte 
Alves

João Alves

Amin Farajian

Ricardo 
Rei

Sweta 
Agrawal

José 
Souza

André 
Martins

Pierre 
Colombo

The Tower Team 

Several streams: data, evaluation, multilingualization, instruction tuning, …

José 
Pombal

Ben PetersPedro 
Martins

Patrick 
Fernandes

Nuno 
Guerreiro

Duarte 
Alves

João Alves

Amin Farajian

Ricardo 
Rei

Sweta 
Agrawal

José 
Souza

André 
Martins

Pierre 
Colombo

The Tower Team 

Several streams: data, evaluation, multilingualization, instruction tuning, …

José 
Pombal

Ben PetersPedro 
Martins

Patrick 
Fernandes

Nuno 
Guerreiro

Duarte 
Alves

João Alves

Amin Farajian

Ricardo 
Rei

Sweta 
Agrawal

José 
Souza

André 
Martins

Pierre 
Colombo



T
H
E

U N
I V E R S

I T
Y

O
F

E
D I N B U

R
G
H

Alexandra Birch EuroLLM and FinLLM 6

EuroLLM
• EuroHPC Extreme Call 

• Applied for 1.5M Node hours in May 2023

• Approved 420k node hours (4xH100) on October 2023 for 
Barcelona Super Computer 

• Got access to MareNostrum5 on 1st May 2024 for1 year

• Informed 1 August divide quota by 2.2 - got this reversed - now 
on a low priority queue

• Been selected as one of the best 15 Extreme call projects for 
JUREAP and 220k node hours on JUPITER May-October 2025
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Language Choice

• 24 Official European Languages:

            Bulgarian, Croatian, Czech, Danish, Dutch, English, Estonian, Finnish, 

            French, German, Greek, Hungarian, Irish, Italian, Latvian, Lithuanian, 

         Maltese, Polish, Portuguese, Romanian, Slovak, Slovenian, Spanish, Swedish

• 11 other strategic languages:

               Arabic, Catalan, Chinese, Galician, Hindi, Japanese, Korean, 

                        Norwegian, Russian, Turkish, and Ukrainian
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EuroLLM Plan
• Scaling experiments

• 1.7B base and instruct - 6 August 2024 - 60k downloads

“EuroLLM: Multilingual Language Models for Europe” P. Martins, P. Fernandes, J. Alves, N. Guerreiro,  

R. Rei, D. Alves, J. Pombal, A. Farajian, M. Faysse, M. Klimaszewski, P. Colombo,  

B. Haddow, J. Souza, A. Birch, A. Martins      https://arxiv.org/abs/2409.16235 

• 9B base and instruct - 2 December 2024 - 90k downloads

• 22B going to start next week 

EuroLLM Multilingual Language Models for Europe
Pedro Henrique Martins1 Patrick Fernandes2,3 João Alves1 Nuno M. Guerreiro1,2,4

Ricardo Rei1 Duarte M. Alves2 José Pombal1,2 Amin Farajian1 Manuel Faysse4,5

Mateusz Klimaszewski6 Pierre Colombo4,7 Barry Haddow6,8 José G. C. de Souza1

Alexandra Birch6,8 André F. T. Martins1,2
1Unbabel 2Instituto de Telecomunicações, Instituto Superior Técnico

3Carnegie Mellon University 4MICS, CentraleSupélec, Université Paris-Saclay
5Illuin Technology 6University of Edinburgh 7Equall 8Aveni

Overview
Aims:

• Multilingual Suppport all official EU languages plus selected major
world languages.

• High Performance Competitive with similar sized open-weights
models.

• Open Source No usage restrictions, code and data made available.
Grant: EuroHPC Extreme, One year, 1.7M hrs H100.
1.7B base and instruct - 6 August 2024 - 40k downloads huggingface
9B base and instruct - 2 December 2024 - 1.8k downloads huggingface

Training Data
Pretraining data mix

Percentage of the training corpus attributed to each language, excluding
English (50% then drops to 32.5 in annealing) 5% of the corpus is code
and maths (7% in annealing)

Details

Pretraining Trained on 4 trillion tokens, using 400 Nvidia H100 GPUs.
Three key phases:

• Initial Pre-training (3.6 trillion tokens)
Warm-up and constant learning rate stages: trained on a mix of
web data, high quality sources and parallel data.

• Annealing (400 billion tokens)
Linear decay whilst reducing web data and increasing multilinguality.

• Annealing to Zero (40 billion tokens)
Learning rate decays linearly to zero. Only highest quality data.

Posttraining EuroBlocks collection: instruction-following conversations
from OpenHermes-2.5 and Aya , high-quality MT dev sets. Overall 1M
samples across languages and tasks.

Tokenisation
How much can we simplify the pre-processing?

Fertility (pieces / word) obtained with the Mistral, LLaMa-3, Gemma, and
EuroLLM tokenizers for a subset of the EuroLLM languages. Lower is
better.

Results
How does EuroLLM do on non-English tasks?

Comparison of open-weight LLMs on multilingual benchmarks.
Borda Count = average ranking.

How does EuroLLM do on English tasks?

Comparison of open-weight LLMs on English general benchmarks.

This project has received funding from the European Union’s Horizon Europe Research and Innovation programme under Grant Agreement No 101070631
and from the UK Research and Innovation (UKRI) under the UK government’s Horizon Europe funding guarantee (Grant No 10039436).

Computing time and resources were provided by the Barcelona Supercomputer allocated from EuroHPC on the EuroLLM project.
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Best European Model
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Best European Model
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Data Mix

Scaling law: How much English? 
enmid - 33%
enplus - 50%
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Data Mix

Scaling law: Parallel data experiment from 1.7B

Figure 2: Joint Scaling laws obtained when varying the percentage of parallel data.

(Ben Allal et al., 2024) which is a synthetic dataset composed of textbooks, blog posts, and stories
generated by Mixtral-8x7B-Instruct-v0.1 (Jiang et al., 2024); Python-Edu (Ben Allal et al., 2024)
which is a subset of Python data from the Stack that was filtered by its educational value; and the
training sets of the Grade School Math 8K (GSM8K) (Cobbe et al., 2021) and of the Mathemat-
ics Aptitude Test of Heuristics (MATH) (Hendrycks et al., 2021). We also collect document-level
parallel data from Europarl (Koehn, 2005) and ParaDocs (Wicks et al., 2024).

2.2 DATA MIXTURE

Before starting the training of multilingual LLMs, it is crucial to carefully define the data mixture
to be used. This involves deciding how much parallel data to include (§2.2.1), determining whether
to repeat high-quality data (§2.2.2), and deciding how to allocate the total number of tokens among
the different languages (§2.2.3).

2.2.1 PARALLEL DATA

Parallel data (sentences / documents with their translations in another language) can benefit multilin-
gual LLMs in two aspects: improving the alignment between languages and enhancing the model’s
machine translation capabilities. However, determining the optimal proportion of parallel data can
be challenging.

Joint Scaling Laws Recent research suggests that the performance of large LLMs can be predicted
by a function of the number of non-embedding parameters N , using a power-law (Kaplan et al.,
2020). In particular, Fernandes et al. (2023) found that, for multilingual models, by training smaller
models with varying weights for each language in the data mix, one can fit a multilingual, joint
scaling law that predicts performance for a model trained with p weight for a language: L(N, p) =
f(p)�N�↵ + L1, with a ratio function f(p) = p + c1pc2(1 � p)c3 , and where ↵, �, L1 and
c{1,2,3} are empirically estimated parameters of the scaling law. This law can predict the language
performance trade-off of larger models, even for novel language weightings not encountered during
the fitting of the scaling law.

Thus, to decide on the appropriate amount of parallel data, we re-purpose this law to predict the
impact on performance as we change its weighting in training: we train models with varying numbers
of non-embedding parameters (100M, 203M, and 341M) on a 100B token corpus, for which parallel
data constitutes different percentages (0%, 25%, and 37.5%) of the total data for each language,
excluding English. Figure 2 reports the obtained scaling laws for test sets from several domains:
web data, Wikipedia data, and parallel data. The results indicate that adding parallel data does not
negatively impact performance on web and Wikipedia domains, while significantly enhancing the
performance on parallel data. Moreover, increasing the percentage of parallel data from 25% to
37.5% yields diminishing returns. Therefore, we include 20% parallel data for each language in the
final corpus.

3
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Data Mix

Repeating vs not repeating Wikipedia from 1.9B paper

Figure 3: Joint Scaling laws obtained when repeating vs not-repeating Wikipedia.

Figure 4: Percentage of the training corpus attributed to each language, excluding English which
accounts to 50% in the first phase and 32.5% during annealing. 5% of the corpus is left for datasets
composed of code and math in the first phase and 7% during annealing.

2.2.2 REPEATING HIGH QUALITY DATA

To determine whether it is beneficial to repeat datasets considered to be of higher quality, we analyze
scaling laws using a method similar to that described in §2.2.1. To do so, we train models on two
100B token corpora: one where Wikipedia data is repeated for all languages and one where it is not.

Figure 3 shows the scaling laws for test sets from web and Wikipedia domains. The results clearly
indicate that repeating Wikipedia data improves performance on the Wikipedia test sets without
degrading performance on the web test sets. Therefore, we choose to repeat data from high-quality
datasets.

2.2.3 DIVISION BETWEEN LANGUAGES

Regarding the allocation of the corpus to each language, we designate 50% for English, as both high-
quality data and web data are predominantly in English, and include 5% of code / math data. The
remaining 45% of the tokens are distributed among the other languages based on the amount of data
obtained after the collection and filtering processes. In order to increase EuroLLM’s multilinguality,
in the annealing phase, we decrease the English allocation to 32.5% and distribute the surplus across
the other languages. We also increase the code / math allocation to 7%. Figure 4 shows the exact
percentage attributed to each language.

3 TOKENIZER

To train the tokenizer, we adopt the approach used by the LLaMa-2 and Mistral models (Touvron
et al., 2023; Jiang et al., 2023), training a BPE tokenizer with byte-fallback. To do so, we use the
SentencePiece framework (Kudo & Richardson, 2018). For an LLM to be efficient across a large
number of languages, it is crucial to have a tokenizer with a large vocabulary. However, this comes

4
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Tokenisation

• We describe EuroLLM’s tokenizer in §2.

• We present the hyper-parameters of EuroLLM-9B in §3.1, detailing the pre-training process
in §3.2 and the data collection and filtering steps in §3.3.

• In §4, we describe the post-training process of EuroLLM-9B and introduce the post-training
dataset: EuroBlocks.

• Finally, we present EuroLLM-9B’s performance on multilingual benchmarks in §5, com-
paring it with leading open LLMs.

2 TOKENIZER

To train the tokenizer, we adopt the BPE with byte-fallback algorithm, following the approach used
by the LLaMa-2 and Mistral-7B models (Touvron et al., 2023; Jiang et al., 2023). To do so, we
use the SentencePiece framework (Kudo & Richardson, 2018). For multilingual language models,
tokenizer vocabulary size presents a crucial trade-off: while larger vocabularies enable efficient
processing across multiple languages, they also increase the model’s embedding parameter count.
Through experimentation, we determined that a vocabulary size of 128,000 pieces offers a good
balance between these competing factors.

Figure 1: Fertility (pieces / word) obtained with the Mistral-7B, LLaMa-3, Gemma-2, Salamandra,
Teuken, and EuroLLM tokenizers for a subset of the EuroLLM languages.

To evaluate our tokenizer’s performance, we conducted a comparison with the tokenizers of several
open-weight LLMs: Mistral-7B, LLaMa-3, Gemma-2, Teuken, and Salamandra (Jiang et al., 2023;
AI@Meta, 2024; Team et al., 2024; Ali et al., 2024). The comparison focuses on tokenizer fertility–
the average number of pieces per word. The compared models feature varying vocabulary sizes:
Mistral-7B with 32,000 pieces, LLaMa-3 with 128,256 pieces, Teuken with 250,680 pieces, and
both Gemma-2 and Salamandra with 256,000 pieces. For this analysis, we used a concatenation of
the FLORES-200 (Team et al., 2022) and Universal Dependencies datasets for each language.

Figure 1 presents the fertility rates for a subset of the languages included in EuroLLM. Our analy-
sis reveals that, compared to the Mistral-7B tokenizer, the larger vocabulary of EuroLLM leads to
significantly lower fertility rates. While LLaMa-3, with its similar vocabulary size, demonstrates
superior (lower) fertility for English, it shows higher fertility rates for most other languages in our
evaluation. Notably, despite having a smaller vocabulary than Gemma-2, Teuken, and Salamandra,
EuroLLM achieves comparable fertility levels across the evaluated languages.

2

EuroLLM 128k

Mistral 32K

Llama3 128k

Teuken/Salamadra 250k
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Pretraining 
Learning rate scheduler
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Pretraining 

3 PRE-TRAINING

In this section, we describe the pre-training process of EuroLLM-9B, covering the modeling archi-
tecture decisions (§3.1), the pre-training phases (§3.2), and the pre-training data (§3.3).

3.1 MODELING

9B
Sequence Length 4,096
Number of Layers 42
Embedding Size 4,096
FFN Hidden Size 12,288
Number of Heads 32
Number of KV Heads (GQA) 8
Activation Function SwiGLU
Position Encodings RoPE (⇥=10,000)
Layer Norm RMSNorm
Tied Embeddings No
Max Learning Rate 3⇥ 10�4

Embedding Parameters 0.524B
LM Head Parameters 0.524B
Non-embedding Parameters 8.105B
Total Parameters 9.153B

Table 1: EuroLLM-9B hyperparameters.

EuroLLM-9B uses a standard, dense Trans-
former architecture (Vaswani et al., 2017) with
several key design choices:

• We use grouped query attention (GQA;
Ainslie et al. (2023)) with 8 key-value
heads, which has been demonstrated to
enhance inference speed while preserving
downstream performance (Gemma Team
et al., 2024).

• For improved training stability, we use pre-
layer normalization (Xiong et al., 2020),
and use the RMSNorm (Zhang & Sennrich,
2019),which offers faster computation com-
pared to LayerNorm (Ba et al., 2016).

• We use the SwiGLU activation function
(Shazeer, 2020) since it has been shown to
lead to good results on downstream tasks
(Shazeer, 2020; Le Scao et al., 2022).

• We use rotary positional embeddings
(RoPE) (Su et al., 2024) in every layer since these have been shown to lead to good perfor-
mances while allowing the extension of the context length. (Chen et al., 2023).

3.2 PRE-TRAINING PHASES

Figure 2: Scheme of the learning rate scheduler.

We pre-train EuroLLM-9B on approximately 4 trillion tokens using a trapezoid learning rate sched-
uler (Xing et al., 2018) (also named Warmup-Stable-Decay (Hu et al., 2024)). We conduct train-
ing on 400 Nvidia H100 GPUs from the Marenostrum 5 supercomputer, maintaining a constant

3
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Data Sources: Web

• Phase 1:   English - FinWeb-edu (scores > 2)  De,Es,Fr,It - 
RedPyjama-v2, Remaining languages: HPLT, MADLAD400, 
Cultural and mC4

Cleaning: deduplicate, heuristic filters (<200char, lorem ipsum,     
javascript, %symbols), perplexity filtering with KenLM. 

• Phase 2 & Phase 3:  FinWeb-edu (scores > 3) and filter other 
languages with model based classifier trained on FinWeb-edu 
like labelled data
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Data Sources: Parallel

• Phase 1:  Large collection of corpora: Europarl, Paracrawl, 
CCMatrix, Opus etc. 

Cleaning: Bifixer to remove duplicates, Bicleaner and 
CometKIWI-22 to remove low quality. 

• Phase 2 & Phase 3: Added document level parallel corpora from 
Europarl
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Data Sources

• Code and Math Data:  The Stack and Open Web Math. Phase 
2&3 added GSM8K training and synthetic Qwen Maths.

• High Quality Data:  Wikipedia, Arrive, Books, Apollo and 
Synthetic Cosmopedia in English. For Phase 3 added 
Cosmopedia translated using Tower (Alves et al., 2024) to 
German, Spanish, French, Italian, Portuguese, Dutch, Chinese, 
and Russian.
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Data Mix

batch size of 2,800 sequences (approximately 12 million tokens) and employing the Adam opti-
mizer (Kingma & Ba, 2014), and bfloat16 mixed precision.

The training process consists of three distinct phases, as shown in Figure 2:

• 1st Phase: Learning Rate Warm-up and Plateau. The initial phase involves linearly
increasing the learning rate during the first 10% of training steps followed by maintaining
it at a constant level for the subsequent 80%. This phase comprises approximately 3.6
trillion tokens.

• 2nd Phase: Learning Rate Annealing. During this phase, the learning rate decays linearly
from its maximum value (3⇥ 10�4) to 10% of its peak (3⇥ 10�5). This annealing period
encompasses roughly 10% of training steps, processing about 400 billion tokens.

• 3rd Phase: Annealing to Zero. During the final phase, the learning rate decays linearly to
zero over a brief period, corresponding to about 40 billion tokens.

3.3 DATA

To train EuroLLM-9B, we collect and filter data from various sources for all supported languages.
The data that composes the final corpus can be categorized into four main types: web data, parallel
data, code / math data, and higher-quality data. Figure 3 illustrates the distribution of these categories
across the three pre-training phases.

Figure 3: Percentage attributed to each data category in the 3 pre-training phases.

3.3.1 DATA COLLECTION AND FILTERING

Web Data For web data collection, we employ different strategies based on language resources.
For English, we use the FineWeb-edu dataset (Lozhkov et al., 2024), selecting documents with edu-
cational scores above 2 according to their model-based classifier. The dataset underwent individual
dump deduplication and heuristic filtering.

For other high-resource languages (German, Spanish, French, and Italian), we collect data from
RedPajama-Data-v2 (Computer, 2023), which has been pre-deduplicated. We further apply perplex-
ity filtering using KenLM (Heafield, 2011), along with various heuristic filters. Specifically, we
remove documents with fewer than 200 characters (Xue et al., 2021a) and any page containing the
phrase “lorem ipsum,” the word “javascript,” or curly brackets (Raffel et al., 2023). Additionally, we
exclude paragraphs where the fraction of uppercase letters exceeds 40%, the symbol-to-word ratio
is greater than 0.1, or the ratio of words without alphabetic letters exceeds 0.2 (Rae et al., 2022).

4

% data categories
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Data Mixes

For the 2nd and 3rd training phases we also incorporate the python-edu dataset(Ben Allal et al., 2024)
and the training sets of GSM8k (Cobbe et al., 2021) and of Mathematics Aptitude Test of Heuristics
(Hendrycks et al., 2021b).

For the 3rd phase, we also include synthetic data generated using Qwen-2.5-7B-Math. Pedro: Nuno
can you confirm this and maybe add some details?

Higher-quality Data Regarding high-quality data, we use the Wikipedia (Foundation) for all lan-
guages and the Arxiv (Clement et al., 2019), Books (Zhu et al., 2015), and Apollo (Wang et al.,
2024b) for English.

For the 2nd and 3rd training phases we add the Cosmopedia dataset (2nd version; Ben Allal et al.
(2024)). For the 3rd we further include documents of Cosmopedia translated using Tower (Alves
et al., 2024) to German, Spanish, French, Italian, Portuguese, Dutch, Chinese, and Russian.

3.4 DIVISION ACROSS LANGUAGES

The training corpus distribution evolves across phases to optimize multilingual capabilities and rea-
soning skills:

• 1st Phase: During this phase, we designate 50% for English, as both high-quality data and
web data are predominantly in English, and include 5% of code / math data. The remaining
45% of the tokens are distributed among the other languages based on the amount of data
obtained after the collection and filtering processes.

• 2nd Phase: In order to increase EuroLLM’s multilinguality, we decrease the English allo-
cation to 32.5% and distribute the surplus across the other languages. We also increase the
code / math allocation to 7%. See analysis in §5.2.1.

• 3rd Phase: Finally, to improve the model’s reasoning abilities, in this last phase, we in-
crease the code / math allocation to 23%, by maintaining the English allocation but revert-
ing the multilingual increase done for the 2nd phase. See analysis in §5.2.2.

Figure 4 shows the exact percentage attributed to each language in the three pre-training phases.

Figure 4: Percentage of the training corpus attributed to each language, excluding English and code
/ math data. English accounts to 50% in the 1st phase and 32.5% during the 2nd phase and 3rd phases.
5% of the corpus is left for datasets composed of code and math in the first phase, 7% during the 2nd

phase and 23% during the 3rd phase.

4 POST TRAINING

In this section, we describe the post-training process of EuroLLM-9B-Instruct, covering the pre-
training data (§4.1) and the modeling decisions (§4.2).

6
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Post Training
EuroBlocks

• Consists of TowerBlocks,  Aya, OpenHermes, OpenMath2 and 
others

• Filtered for complexity (remove low complexity) and 
readability

• Score response using ArmoRM (honesty, verbosity, safety) and 
remove conversations where the scores fall below a threshold

• Less-represented languages: 

• Synthetic instructions - super-annealing set as seed data and 
either Llama 3.1 70B or earlier checkpoints of EuroLLM 

• Translation data, and incorporating high-quality translation 
examples
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Baselines
5.3 BASELINES

Our evaluation includes a comprehensive comparison with publicly available LLMs, categorized
into European-made and non-European-made models, considering both pre-trained and post-trained
versions. The full list of models can be found in Table 3.

Pre-trained Post-trained Technical Report European EU Lang. Supp.
Gemma-2-9B Gemma-2-9B-IT Gemma Team et al. (2024) No —–
LLaMa-3.1-8B LLaMa-3.1-8B-IT Llama Team et al. (2024) No —–
Granite-3-8B Granite-3-8B-IT Granite Team (2024) No No
Qwen-2.5-7B Qwen-2.5-7B-IT Qwen Team et al. (2024) No No
OLMo-2-7B OLMo-2-7B-IT OLMo et al. (2024) No No
Aya-23-8B Aya-Expanse-8B Singh et al. (2024); Dang et al. (2024) No No
Mistral-7B Mistral-7B-IT Jiang et al. (2023) Yes No
Not available Ministral-8B-IT —- Yes No
Occiglot-7B-eu5 Occiglot-7B-eu5-IT —- Yes No
Salamandra-7B Salamandra-7B-IT —- Yes Yes
Not available Pharia-1-LLM-7B-C —- Yes No
Not available Teuken-7B-IT-R-v0.4 Ali et al. (2024) Yes Yes
Not available Teuken-7B-IT-C-v0.4 Ali et al. (2024) Yes No

Table 3: List of pre-trained and post-trained LLMs which we compare with EuroLLM-9B.

5.4 AVERAGED ACROSS EU LANGUAGES

The analysis of pre-trained models (Table 4) and post-trained models (Table 5) across EU languages
demonstrates EuroLLM-9B’s strong performance. Both the base model and its post-trained variant
(EuroLLM-9B-IT) emerge as the top performers among European-made models, achieving supe-
rior results across most benchmarks as reflected in their lowest Borda count scores. Furthermore,
EuroLLM-9B shows performance comparable to Gemma-2-9B while outperforming the remaining
non-European-made LLMs on the majority of the evaluated tasks.

Pre-trained Arc-C Hellaswag MMLU MMLU-pro MUSR Borda C #
(25-shot) (10-shot) (5-shot) (5-shot) (0-shot)

Non-European
Gemma-2-9B 59.79 70.83 64.93 29.75 9.70 1.4
LLaMa-3.1-8B 48.54 65.10 56.01 19.64 5.44 3.2
Granite-3-8B 46.47 61.77 52.35 20.38 9.36 3.2
Qwen-2.5-7B 48.98 60.37 65.34 31.63 8.04 2.4
OLMo-2-7B 37.35 49.65 45.77 13.91 4.53 5.8
Aya-23-8B 44.15 61.15 47.89 14.04 3.64 5.0

European
Mistral-7B 48.65 62.10 51.68 17.36 8.69 2.4
Occiglot-7B-eu5 44.99 61.22 45.28 11.98 3.83 3.4
Salamandra-7B 48.89 63.60 40.23 5.25 2.63 3.2
EuroLLM-9B 56.03 68.54 52.45 17.60 10.97 1.0

Table 4: Comparison of the pre-trained versions of open-weight LLMs on multilingual benchmarks,
averaged across EU official languages. For Arc-challenge, Hellaswag, and MMLU we are using
Okapi datasets (Lai et al., 2023) which includes 11 EU languages (English, German, Spanish,
French, Italian, Portuguese, Dutch, Swedish, Hungarian, Romanian, and Danish). For MMLU-
Pro and MUSR we translate the English version with Tower (Alves et al., 2024) to 6 EU languages
(German, French, Spanish, Portuguese, Dutch, and Czech).

10
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Evaluation
• Arc-Challenge (Clark et al., 2018): challenging MCQ science 

exams from grade 3 to grade 9. 

• Hellaswag (Zellers et al., 2019): multiple-choice commonsense 
inference 

• MMLU (Hendrycks et al., 2021a) and MMLUPro: MCQ 
humanities, social sciences, hard sciences 

• MUSR (Sprague et al.): MCQ complex problems with around 
1,000 words in length generated algorithmically eg. murder 
mysteries - reason with long-range context. 

• GSM8k (Cobbe et al., 2021): multiple-choice grade school math 

• IFEval (Kovalevskyi, 2024): set of prompts that test a model’s 
ability to follow explicit instructions 
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Evaluation
• Translations of Arc-Challenge, Hellaswag, and MMLU from 

Okapi Lai et al. (2023) in 11 languages, and translate MMLU-
PRO and MUSR using Tower into 6 languages

• Translation results 3 WMT translation tasks, and 46 Flores 
translations tasks - all evaluated with COMET-22

• Reporting a fairer average for ranking: using normalized scores 
https://huggingface.co/spaces/open-llm-leaderboard/blog - 
between the random baseline (0 points) and the maximal 
possible score (100 points)

• Borda count - average rank - not overly influenced by one test 
set

https://huggingface.co/spaces/open-llm-leaderboard/blog
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Phase 2 Data Mix

• MMLU-PRO (Wang et al., 2024c): refined and more challenging version of the MMLU
dataset.

• MUSR (Sprague et al.): multiple-choice complex problems with around 1,000 words in
length generated algorithmically. These problems, which include murder mysteries, object
placement questions, and team allocation problems require models to reason with long-
range context.

• GSM8k (Cobbe et al., 2021): multiple-choice grade school math word problems that mea-
sure the model’s ability to solve multi-step mathematical reasoning problems.

• IFEval (Kovalevskyi, 2024): set of prompts that test a model’s ability to follow explicit
instructions, such as “include keyword x” or “use format y”.

To ensure comprehensive multilingual evaluation, we use translations of Arc-Challenge, Hellaswag,
and MMLU from Okapi Lai et al. (2023), and translate MMLU-PRO and MUSR using Tower (Alves
et al., 2024).

Regarding evaluation, we follow the Open LLM Leaderboard methodology for MMLU-PRO,
MUSR, and IFEval, normalizing scores between random baseline and maximum possible score (see
the leaderboard blog post for details). For the remaining benchmarks, we adhere to the Open LLM
Leaderboard v1 specifications.

For machine translation, we evaluate the models on two datasets: FLORES-200 (Team et al., 2022)
and WMT-24(Kocmi et al., 2024) using the COMET-22 metric (Rei et al., 2022a).

We also provide the Borda count (Irurozki et al., 2022), which corresponds to the average ranking
of the models.

5.2 PRE-TRAINING ANALYSIS

In this section, we analyse the pre-training process averaging scores across 11 EU languages from
the Okapi benchmark: English, German, Spanish, French, Italian, Portuguese, Dutch, Swedish,
Hungarian, Romanian, and Danish.

5.2.1 SECOND PHASE DATA MIXTURES

Pedro: Not sure we want to report this but better to have to cut it than add it.

To determine the optimal data mixture for the second training phase, we perform several experiments
using EuroLLM-1.7B (Martins et al., 2024) with reduced datasets of 80 billion tokens instead of the
full 400 billion. We evaluate three distinct data mixtures, each maintaining an increased percentage
of higher-quality data at 34% while varying other components:

1. English content reduced to 48% with code/math data increased to 7%.
2. English content reduced to 40% with code/math data increased to 15%.
3. English content reduced to 32.5% with code/math data at 7%, redistributing the remaining

percentage across the other languages.

Figure 5: Results on Arc Challenge (left), Hellaswag (middle), and MMLU (right) with different
2nd phase data mixes, averaged across 11 EU languages.

The experimental results, shown in Figure 5, demonstrate that the third data mixture, while showing
slightly lower performance on Arc-Challenge, achieved superior results on Hellaswag and more

8

Mix 1: English 48%, code/math data increased to 7%. 

Mix 2: English 40%, code/math data increased to 15%. 

Mix 3: English 32.5%, code/math data at 7%, redistributing the remaining percentage across the other languages. 

Mix 3 overall best - similar experiment Phase 3 increased code/math 
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Pretraining progress

predominantly on MMLU. Based on this performance profile, we select this data mixture for the
second training phase.

5.2.2 THIRD PHASE DATA MIXTURES

Pedro: Not sure we want to report this but better to have to cut it than add it.

Then, to decide what data mixture to use in the third pre-training phase, we experiment performing
it on EuroLLM-9B with three data mixtures:

1. Code/math data increased to 9.5% with English content reduced to 30%.

2. Code/math data increased to 23% with proportional reductions across non-English lan-
guages.

3. Code/math data increased to 23%, reduced proportions for non-English languages, and
parallel data decreased to 2% with corresponding increases in other data sources.

Figure 6: Results on Arc Challenge (left), Hellaswag (middle), and MMLU (right) with different 3rd

phase data mixes, averaged across 11 EU languages.

The experimental results, presented in Figure 6, demonstrate that the third configuration achieved
equal or slightly superior performance on the three benchmarks. Based on these results, we select
this mixture for the 3rd pre-training phase.

5.2.3 PRE-TRAINING PROGRESS

We track the performance of EuroLLM-9B throughout the pre-training process along its three dif-
ferent phases.

Figure 7: Results on Arc Challenge (left), Hellaswag (middle), and MMLU (right) throughout the
pre-training process averaged across 11 EU languages.

The results, shown in Figure 7, demonstrate consistent improvement across all benchmarks during
pre-training, with particularly notable gains in the second phase. During the third phase, there is an
even steeper improvement on Arc Challenge and MMLU, but a slight decline on Hellaswag. We
attribute this decrease to the increased proportion of code and math data in the corpus used for the
third pre-training phase.

9

Across 11 languages 
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Evaluation

5.3 BASELINES

Our evaluation includes a comprehensive comparison with publicly available LLMs, categorized
into European-made and non-European-made models, considering both pre-trained and post-trained
versions. The full list of models can be found in Table 3.

Pre-trained Post-trained Technical Report European EU Lang. Supp.
Gemma-2-9B Gemma-2-9B-IT Gemma Team et al. (2024) No —–
LLaMa-3.1-8B LLaMa-3.1-8B-IT Llama Team et al. (2024) No —–
Granite-3-8B Granite-3-8B-IT Granite Team (2024) No No
Qwen-2.5-7B Qwen-2.5-7B-IT Qwen Team et al. (2024) No No
OLMo-2-7B OLMo-2-7B-IT OLMo et al. (2024) No No
Aya-23-8B Aya-Expanse-8B Singh et al. (2024); Dang et al. (2024) No No
Mistral-7B Mistral-7B-IT Jiang et al. (2023) Yes No
Not available Ministral-8B-IT —- Yes No
Occiglot-7B-eu5 Occiglot-7B-eu5-IT —- Yes No
Salamandra-7B Salamandra-7B-IT —- Yes Yes
Not available Pharia-1-LLM-7B-C —- Yes No
Not available Teuken-7B-IT-R-v0.4 Ali et al. (2024) Yes Yes
Not available Teuken-7B-IT-C-v0.4 Ali et al. (2024) Yes No

Table 3: List of pre-trained and post-trained LLMs which we compare with EuroLLM-9B.

5.4 AVERAGED ACROSS EU LANGUAGES

The analysis of pre-trained models (Table 4) and post-trained models (Table 5) across EU languages
demonstrates EuroLLM-9B’s strong performance. Both the base model and its post-trained variant
(EuroLLM-9B-IT) emerge as the top performers among European-made models, achieving supe-
rior results across most benchmarks as reflected in their lowest Borda count scores. Furthermore,
EuroLLM-9B shows performance comparable to Gemma-2-9B while outperforming the remaining
non-European-made LLMs on the majority of the evaluated tasks.

Pre-trained Arc-C Hellaswag MMLU MMLU-pro MUSR Borda C #
(25-shot) (10-shot) (5-shot) (5-shot) (0-shot)

Non-European
Gemma-2-9B 59.79 70.83 64.93 29.75 9.70 1.4
LLaMa-3.1-8B 48.54 65.10 56.01 19.64 5.44 3.2
Granite-3-8B 46.47 61.77 52.35 20.38 9.36 3.2
Qwen-2.5-7B 48.98 60.37 65.34 31.63 8.04 2.4
OLMo-2-7B 37.35 49.65 45.77 13.91 4.53 5.8
Aya-23-8B 44.15 61.15 47.89 14.04 3.64 5.0

European
Mistral-7B 48.65 62.10 51.68 17.36 8.69 2.4
Occiglot-7B-eu5 44.99 61.22 45.28 11.98 3.83 3.4
Salamandra-7B 48.89 63.60 40.23 5.25 2.63 3.2
EuroLLM-9B 56.03 68.54 52.45 17.60 10.97 1.0

Table 4: Comparison of the pre-trained versions of open-weight LLMs on multilingual benchmarks,
averaged across EU official languages. For Arc-challenge, Hellaswag, and MMLU we are using
Okapi datasets (Lai et al., 2023) which includes 11 EU languages (English, German, Spanish,
French, Italian, Portuguese, Dutch, Swedish, Hungarian, Romanian, and Danish). For MMLU-
Pro and MUSR we translate the English version with Tower (Alves et al., 2024) to 6 EU languages
(German, French, Spanish, Portuguese, Dutch, and Czech).

10

Averaged EU languages: 11 (Arc,Hella,MMLU) and 6 Non-English languages
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Evaluation
Post-trained Arc-C Hellaswag MMLU MMLU-pro MUSR WMT-24 FLORES Borda C #

(25-shot) (10-shot) (5-shot) (5-shot) (0-shot) (0-shot) (0-shot)

Non-European
Gemma-2-9B-IT 57.98 66.95 63.07 27.42 8.38 79.82 86.82 1.3
LLaMa-3.1-8B-IT 52.75 62.40 57.53 24.22 4.01 78.94 84.85 3.0
Granite-3-8B-IT 42.44 55.85 50.15 20.10 7.90 72.18 72.25 4.4
Qwen-2.5-7B-IT 47.09 57.73 62.86 29.68 7.62 75.96 76.97 3.1
OLMo-2-7B-IT 40.81 52.02 45.65 12.38 4.02 69.24 71.47 5.9
Aya-Expanse-8B 47.40 61.84 53.58 19.77 5.52 83.01 77.73 3.3

European
Mistral-7B-IT 50.39 61.46 50.75 18.19 6.94 75.11 77.98 4.0
Ministral-8B-IT 48.67 61.62 51.55 17.41 6.17 77.13 81.34 3.9
Occiglot-7B-eu5-IT 42.13 59.49 42.08 11.77 4.17 75.10 74.40 6.1
Salamandra-7B-IT 44.69 63.60 44.60 7.01 7.17 80.87 87.35 3.9
Pharia-1-LLM-7B-C 40.55 55.22 39.91 10.10 9.83 63.80 58.91 6.4
Teuken-7B-IT-R-v0.4 46.84 62.75 39.81 9.29 2.25 77.91 82.63 5.3
Teuken-7B-IT-C-v0.4 46.28 62.73 41.74 9.79 2.94 77.68 84.41 5.0
EuroLLM-9B-IT 56.55 67.53 52.97 17.04 9.02 83.61 88.87 1.4

Table 5: Comparison of the post-trained versions of open-weight LLMs on multilingual benchmarks,
averaged across EU official languages. For WMT24 we average the Comet-22 scores of the 3
EU language-pairs available: English-German, English-Spanish, and English-Portuguese and for
FLORES-200 we average the Comet-22 scores on all 46 language pairs which include English as
source or target language.

5.5 EUROPEAN UNION LANGUAGES

Results for pre-trained and post-trained models across twelve EU official languages (English, Ger-
man, Spanish, French, Italian, Portuguese, Dutch, Swedish, Hungarian, Romanian, Danish, and
Czech) are presented in the following tables. In English-language benchmarks, EuroLLM-9B
matches Mistral-7B’s capabilities, while emerging as the strongest EU-made model across all other
languages. When comparing with non-EU models, EuroLLM-9B performs at a level comparable to
Gemma-2-9B and outperforms the performance of other LLMs for most cases.

5.5.1 ENGLISH

Pre-trained Arc-C Hellaswag MMLU MMLU-pro MUSR GSM8k Borda C #
(25-shot) (10-shot) (5-shot) (5-shot) (0-shot) (5-shot)

Non-European
Gemma-2-9B 68.34 82.73 70.75 34.87 14.48 67.78 1.8
LLaMa-3.1-8B 57.68 81.90 65.25 25.17 9.13 49.43 4.5
Granite-3-8B 63.65 83.29 64.41 25.82 9.36 64.22 3.5
Qwen-2.5-7B 63.91 80.18 74.23 37.33 13.06 83.24 2.6
OLMo-2-7B 64.68 81.93 68.85 22.74 10.12 68.31 3.0
Aya-23-8B 52.99 78.05 55.18 16.68 5.85 41.85 6.0

European
Mistral-7B 60.58 83.14 62.35 21.78 8.50 37.38 1.3
Occiglot-7B-eu5 52.90 78.95 52.78 13.87 2.68 25.70 3.0
Salamandra-7B 55.63 77.17 39.76 5.52 2.58 2.43 3.8
EuroLLM-9B 59.73 78.83 57.32 17.68 12.47 47.69 1.8

Table 6: Comparison of the pre-trained versions of open-weight LLMs on English benchmarks.

11

Averaged EU languages: same as before, adding 3 and 46 translation directions 
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Evaluation

Post-trained Arc-C Hellaswag MMLU MMLU-pro MUSR WMT-24 FLORES Borda C #
(25-shot) (10-shot) (5-shot) (5-shot) (0-shot) (0-shot) (0-shot)

Non-European
Gemma-2-9B-IT 57.98 66.95 63.07 27.42 8.38 79.82 86.82 1.3
LLaMa-3.1-8B-IT 52.75 62.40 57.53 24.22 4.01 78.94 84.85 3.0
Granite-3-8B-IT 42.44 55.85 50.15 20.10 7.90 72.18 72.25 4.4
Qwen-2.5-7B-IT 47.09 57.73 62.86 29.68 7.62 75.96 76.97 3.1
OLMo-2-7B-IT 40.81 52.02 45.65 12.38 4.02 69.24 71.47 5.9
Aya-Expanse-8B 47.40 61.84 53.58 19.77 5.52 83.01 77.73 3.3

European
Mistral-7B-IT 50.39 61.46 50.75 18.19 6.94 75.11 77.98 4.0
Ministral-8B-IT 48.67 61.62 51.55 17.41 6.17 77.13 81.34 3.9
Occiglot-7B-eu5-IT 42.13 59.49 42.08 11.77 4.17 75.10 74.40 6.1
Salamandra-7B-IT 44.69 63.60 44.60 7.01 7.17 80.87 87.35 3.9
Pharia-1-LLM-7B-C 40.55 55.22 39.91 10.10 9.83 63.80 58.91 6.4
Teuken-7B-IT-R-v0.4 46.84 62.75 39.81 9.29 2.25 77.91 82.63 5.3
Teuken-7B-IT-C-v0.4 46.28 62.73 41.74 9.79 2.94 77.68 84.41 5.0
EuroLLM-9B-IT 56.55 67.53 52.97 17.04 9.02 83.61 88.87 1.4

Table 5: Comparison of the post-trained versions of open-weight LLMs on multilingual benchmarks,
averaged across EU official languages. For WMT24 we average the Comet-22 scores of the 3
EU language-pairs available: English-German, English-Spanish, and English-Portuguese and for
FLORES-200 we average the Comet-22 scores on all 46 language pairs which include English as
source or target language.

5.5 EUROPEAN UNION LANGUAGES

Results for pre-trained and post-trained models across twelve EU official languages (English, Ger-
man, Spanish, French, Italian, Portuguese, Dutch, Swedish, Hungarian, Romanian, Danish, and
Czech) are presented in the following tables. In English-language benchmarks, EuroLLM-9B
matches Mistral-7B’s capabilities, while emerging as the strongest EU-made model across all other
languages. When comparing with non-EU models, EuroLLM-9B performs at a level comparable to
Gemma-2-9B and outperforms the performance of other LLMs for most cases.

5.5.1 ENGLISH

Pre-trained Arc-C Hellaswag MMLU MMLU-pro MUSR GSM8k Borda C #
(25-shot) (10-shot) (5-shot) (5-shot) (0-shot) (5-shot)

Non-European
Gemma-2-9B 68.34 82.73 70.75 34.87 14.48 67.78 1.8
LLaMa-3.1-8B 57.68 81.90 65.25 25.17 9.13 49.43 4.5
Granite-3-8B 63.65 83.29 64.41 25.82 9.36 64.22 3.5
Qwen-2.5-7B 63.91 80.18 74.23 37.33 13.06 83.24 2.6
OLMo-2-7B 64.68 81.93 68.85 22.74 10.12 68.31 3.0
Aya-23-8B 52.99 78.05 55.18 16.68 5.85 41.85 6.0

European
Mistral-7B 60.58 83.14 62.35 21.78 8.50 37.38 1.3
Occiglot-7B-eu5 52.90 78.95 52.78 13.87 2.68 25.70 3.0
Salamandra-7B 55.63 77.17 39.76 5.52 2.58 2.43 3.8
EuroLLM-9B 59.73 78.83 57.32 17.68 12.47 47.69 1.8

Table 6: Comparison of the pre-trained versions of open-weight LLMs on English benchmarks.

11
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Plans for the future

• Safety and bias evaluation and mitigation

• Speech and images - multimodal model

• Reasoning and scaling inference
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Do you speak Finance? 
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FinLLM
Model Development
● Training of series of FinLLM models: 1.5B, 7B, 30B
● AveniBench: benchmark of financial test sets
● AveniPile: dataset of high quality financial data

Prove Value
● Achieve top performance on key financial NLP tasks
● Deliver GenAI applications in partnership with Lloyds and NW 

Regulatory Compliance
● Survey existing regulations and best practices
● Industry leading approach to ethical and safe GenAI with FCA

Integration and Deployment
● APIs for model access
● Successfully integrate with partner environment
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AveniPile: Web
A4. Finance sub-domain Categories
Finance data taxonomy

A5. Sub-Domain classification categories by anonymisation level

level 0 = no anonymisation

level 1 = iban code/credit card/sort code/account number/ni number/passport number/nhs number

level 2 = level 1 + person (name)/location/nationality, religion, political affiliation/ethnicity/title

 

Finance Literacy Academic and theoretical contents

Common financial language

Curriculum in professional qualifications

Professional associations

Regulatory and accounting EU Regulations

UK Regulations

Taxation and Accounting

Financial news and market data Financial News and Media

Financial Markets

Investment insights and 
analysis

Investment Research

Sector Analysis

Market Behaviour and Sentiment

Company information Financial performance and analysis

Press releases

Finance products and services Retail banking

Corporate banking

Investment banking

Private banking

Insurance

Investment management

Financial planning

Consumer-focused contents Personal Finance blogs

Financial Planning Tools

Credit Score Information

Risk management Operational Risk

Level 1 Category Level 2 Category

Taxonomy
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AveniPile: Web

Seed URLs 
for crawling

4. Next Month’s Priorities
Continual Pretraining of the 7b model

First iteration of an agentic RAG pipeline

Expansion of evaluation harness with safety and more financial datasets

Appendix

A1. Data Sources
Below the currently scraped and new datasources are listed:

financial press financial news, editorial contents and 
expert opinions

CNBC

Forbes

Yahoo Finance

Dow Jones

consumer comparison sites and product reviews Finder

Personal finance, goal setting, 
budgeting, expense tracking, and bill 
management

Mint

Personal Capital

market real-time market data including stock 
prices, trading volumes, and 
economic indicators.

Bloomberg Terminal

Google Finance

Investing.com - Stock Market Quotes & Financial New
s  

Alpha Vantage

IEX Cloud

developer friendly APIs for market 
data

Interactive Brokers

Investors Exchange (IEX)

educational knowledge sharing sites wikipedia

Seeking ALpha

Reddit

Quora

Stackexchange (personal finance and 
money)

research reports Investment Banks

Bank of America Merrill Lynch Global 
Research

academic journals Harvard Business School

  Greenwich Associates

qualifications: exams and past papers Welcome to the CISI  

Professional associations and 
organisations - financial planning

Chartered Institute for Securities & 
Investment (CISI)

Personal Finance Society (PFS)

Chartered Insurance Institute (CII)

regulatory   International Monetary Fund (IMF)

  Office of National Statistics

Annual reports - UK https://www.annualreports.com/Hoste
dData/AnnualReports/PDF/LSE_LLOY_
2023.pdf

UK regulator websites HM Treasury

Level 1 Level 2 Website
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AveniPile: Legal

A4. Finance sub-domain Categories
Finance data taxonomy

A5. Sub-Domain classification categories by anonymisation level

level 0 = no anonymisation

level 1 = iban code/credit card/sort code/account number/ni number/passport number/nhs number

level 2 = level 1 + person (name)/location/nationality, religion, political affiliation/ethnicity/title

 

Finance Literacy Academic and theoretical contents

Common financial language

Curriculum in professional qualifications

Professional associations

Regulatory and accounting EU Regulations

UK Regulations

Taxation and Accounting

Financial news and market data Financial News and Media

Financial Markets

Investment insights and 
analysis

Investment Research

Sector Analysis

Market Behaviour and Sentiment

Company information Financial performance and analysis

Press releases

Finance products and services Retail banking

Corporate banking

Investment banking

Private banking

Insurance

Investment management

Financial planning

Consumer-focused contents Personal Finance blogs

Financial Planning Tools

Credit Score Information

Risk management Operational Risk

Level 1 Category Level 2 Category

level 0 = no anonymisation
level 1 = iban code/credit card/sort code/account number/ni number/passport number/nhs number
level 2 = level 1 + person (name)/location/nationality, religion, political affiliation/ethnicity/title



T
H
E

U N
I V E R S

I T
Y

O
F

E
D I N B U

R
G
H

Alexandra Birch EuroLLM and FinLLM 37

AveniPile: Web
Filtering

• Taking HPLT and finWeb and filtering for finance

• Use classifiers trained on LLM labelled data

• 18B Tokens
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AveniBench

https://huggingface.co/spaces/aveni-ai/aveni-bench

“AveniBench: Accessible and Versatile Evaluation of Finance Intelligence”
Mateusz Klimaszewski, Pinzhen Chen, Liane Guillou, 

Ioannis Papaioannou, Barry Haddow, Alexandra Birch, 2025
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AVENIBENCH: Accessible and Versatile Evaluation of Finance Intelligence

Mateusz Klimaszewski1,2 Pinzhen Chen1,2 Liane Guillou1,2

Ioannis Papaioannou1 Barry Haddow1,2 Alexandra Birch1,2

1Aveni.ai 2University of Edinburgh
Correspondence: mateusz@aveni.ai

Abstract
Over the last few years, there has been great
interest in applying large language models
(LLMs) to problems in the finance industry, and
the field needs a robust LLM benchmark to sup-
port this work. Current financial LLM bench-
marks contain simple tasks which are not rep-
resentative of real use cases and have test sets
with licences that do not allow commercial use.
In response, we release AVENIBENCH, a per-
missively licensed benchmark that tests a group
of six key finance-related skills: tabular reason-
ing, numerical reasoning, question answering,
long context modelling, summarisation and di-
alogue. We refactor the test sets to ensure that
metrics are comparable, providing a unified
framework. Furthermore, AVENIBENCH intro-
duces two task difficulty modes, easy and hard,
enabling scalable evaluation based on real-
world deployment needs. We use our bench-
mark to evaluate a diverse set of 20 widely used
LLMs, from small open-weight models to pro-
prietary systems like GPT-4. This evaluation
initiates our public leaderboard, providing valu-
able insights for future academic research and
commercial development.1

1 Introduction

Large language models (LLMs) have the potential
to automate and enhance labour-intensive processes
across a wide range of industries. Finance, as a ser-
vice industry, is a key sector where LLMs can have
a significant impact, due to its large user base (e.g.
commercial banking), opportunities for profitabil-
ity (e.g. investment decisions), and stringent regula-
tory requirements (e.g. privacy and fairness). Due
to the complicated nature of many financial tasks,
and the high risks associated with making errors,
LLMs developed for the finance domain must be
rigorously evaluated prior to deployment. To sup-
port this, a number of benchmarks have been pro-
posed, including FinBen (Xie et al., 2024), FLUE

1
https://huggingface.co/aveni-ai

Figure 1: Overview of current capabilities of LLMs
on AVENIBENCH. We pick a representative language
model for each group/type. See more fine-grained anal-
ysis in Table 3.

(Shah et al., 2022), BizBench (Koncel-Kedziorski
et al., 2023), InsightBench (Sahu et al., 2024), and
UCFE (Yang et al., 2024).

We find that whilst many existing benchmarks
provide good coverage of financial natural lan-
guage processing (FinNLP) tasks, they are limited
in their usefulness for evaluating real-world com-
mercial LLM systems. Specifically, these bench-
marks 1) typically adopt a wide range of multiple
pre-existing NLP and machine learning datasets
with little thought as to their suitability for LLMs
(e.g. named entity recognition or sentiment anal-
ysis); 2) provide limited insight into the difficulty
of tasks or examples; 3) have inconsistent score
ranges across diverse test sets; and 4) often include
data under restrictive licences making them unfit
for commercial purposes, which undermines their
value as financial LLMs are going to be heavily
used by industry (Li et al., 2023; Nie et al., 2024).

In this paper, we directly address each of these
limitations by re-examining existing financial test
sets, making appropriate modifications, and filter-
ing out those with a restrictive licence. Our contri-
butions are as follows:
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AveniBench
A2. Benchmarking Charts

A3. CPT evaluation results table
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AveniBench

114

Model Param.
Banking77 NLU++ FinQA ConvFinQA ECTSum MultiHiertt TAT-QA TAT-HQA AVG Borda Count

(0-shot) EASY HARD (0-shot) (0-shot) (0-shot) EASY HARD (4-shot) (4-shot) Score Rank
(0-shot) (0-shot) (2-shot) (0-shot)

Proprietary LLMs
GPT-4o - 96.43 97.59 94.18 16.98 61.43 25.75 27.33 22.84 41.37 48.06 53.20 189 1
GPT-4o-mini - 94.94 97.04 91.04 10.57 55.83 22.41 15.33 9.43 31.45 22.57 45.06 153 4

Open-weight LLMs
Qwen 2.5 72B 95.27 97.85 33.02 13.58 55.43 24.61 24.00 16.48 39.63 30.95 43.08 177 2
Qwen 2.5 32B 94.81 96.51 22.04 10.94 55.36 25.16 23.33 13.21 33.19 23.67 39.82 164 3
Llama 3.1 70B 82.11 94.35 17.79 5.47 48.42 20.99 24.00 10.63 35.84 25.85 36.54 148 5
Gemma 2 27B 76.91 94.89 17.34 4.15 47.40 21.84 9.33 7.65 33.01 10.44 32.30 127 6
Qwen 2.5 7B 88.74 89.52 14.87 2.83 43.02 24.44 13.33 7.75 18.82 8.86 31.22 119 7
Mistral Nemo 12B 41.59 82.26 9.95 3.40 41.27 22.86 20.00 7.75 26.70 11.04 26.68 114 8
Mixtral v0.1 8x7B 52.89 88.98 17.11 3.77 43.83 18.32 18.00 5.06 28.80 9.22 28.60 109 9
Gemma 2 9B 57.36 87.36 11.97 5.09 44.37 23.30 0.00 6.45 25.86 9.34 27.11 107 10
Llama 3.1 8B 45.63 63.71 7.03 2.08 39.65 19.67 14.00 5.36 23.93 6.31 22.74 87 11
IBM Granite 3.0 8B 74.46 58.33 4.34 1.51 29.74 25.04 4.00 1.29 20.02 4.13 22.29 74 12
Qwen 2.5 1.5B 82.07 76.88 11.51 0.19 29.00 21.71 6.67 2.38 13.41 4.73 24.86 72 13
Mistral v0.3 7B 27.52 41.40 0.00 0.94 37.09 22.69 1.33 4.17 18.52 5.70 15.94 63 14
IBM Granite 3.0 2B 32.03 63.97 6.37 0.19 21.51 23.27 2.67 0.99 14.97 4.25 17.02 55 15
SmolLM2 1.7B 29.80 28.23 0.00 0.00 25.76 15.99 9.33 4.57 13.95 4.37 13.20 48 16
Gemma 2 2B 27.74 12.90 0.00 0.57 31.56 20.93 0.67 3.97 12.87 3.64 11.49 42 17
Llama 3.2 1B 22.11 9.14 0.00 0.00 23.40 15.08 7.33 3.48 10.22 2.43 9.32 29 18
OLMo 7B 21.14 5.11 0.00 0.00 18.81 16.07 4.00 1.79 8.90 4.49 8.03 26 19
OLMo 1.5B 20.02 16.67 0.00 0.19 3.10 17.19 4.00 0.40 9.68 1.09 7.23 23 20

Table 3: Leaderboard of the evaluated LLMs. The final ranking was established using Borda Count.

which one could expect smaller models to handle,
although it is still challenging considering other
skills required to solve this dataset: NR and TR.
The derived setups are as follows:

• NLU++EASY: 4 options, each of the 3 distrac-
tors has the same length as an answer.

• NLU++HARD: 10 options, each of the 9 dis-
tractors has a length between 1 and the length
of answers.

• MultiHierttEASY: a subset of queries with
at most 3 tables and length of max 4,096
tokens (as per Mistral-7B-v0.3). Addition-
ally, this mode has a few-shot setup (con-
stant examples—2 shortest from the training
dataset to reduce long context problems that
small models might encounter).

• MultiHierttHARD: zero-shot, has all the sam-
ples that might require extremely long context
reasoning over multiple tables.

4 Leaderboard

We present the evaluation results on AVENIBENCH
in Table 3. We evaluate the models using the
lm-eval-harness (Gao et al., 2024), which pro-
vides a standardised framework for querying LLMs
for MQA and generation-based tasks. The scores
are normalised following the normalisation of the
OpenLLM Leaderboard.2 To avoid problems with

2Details: OpenLLM Leaderboard documentation

balancing different metrics and handling perfor-
mance outliers, instead of a naive arithmetic aver-
age over the scores, we rank the models using a
task-level Borda Count method (Colombo et al.,
2022). The Borda Count method assigns points per
rank position in each task and, based on the final
sum of points, establishes the ranking.

We benchmark 18 open-weight base LLMs and
include GPT-4o and GPT-4o-mini for reference.
GPT models are instruction-tuned, so we require a
direct answer via a system prompt. For a detailed
list of evaluated models, see Table 4 in Appendix
A. Among open-weight LLMs, the Qwen family
outperform the field at all different sizes. The 32B
and 1.5B are competitive or even better against big-
ger models, as Qwen 2.5 32B outperforms Llama
3.1 70B and Qwen 2.5 1.5B has an impressive per-
formance when compared against many models in
the 7-9B parameter range.

5 Conclusion and Future Work

In summary, we scrutinised existing FinNLP test
sets, modified and adapted data, tasks, and metrics,
and finally presented a permissive AVENIBENCH.
To ensure that it continues to be useful to the
community, we aim to regularly review, adjust (if
necessary), and incorporate new tests as they be-
come available. We plan to ingest AVENIBENCH
into lm-eval-harness to facilitate public contri-
butions that could extend the leaderboard to support
missing multilingual and multi-modal evaluations.
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Initial Results

The graph aggregates the Continual Pretraining evaluation results of different datasets into different NLP tasks. The datasets included in each category are listed in Appendix 
A2.

Finllm-1.5b-4b-cmr0.22 (trained on 4b tokens with 22% financial data) shows improvements across all tasks over the previous models, as well as over the baseline, excluding 
Text Classification and Dialogue tasks. These two tasks currently consist of primarily the same datasets (Banking77,  NLU++, ConvFinQA) where some possible catastrophic 
forgetting is still observed in the derivative models.

Conversly, the finllm-1.5b-10b-cmr0.3 (trained on 10b tokens with 30% financial data) shows lower performance on dialogue, text classification, and summarisation, and 
either slightly higher or same results in Tabular Reasoning, QA, and Long Context (detailed results table in Apendix A3).

3.3.2 Datasets added / proposed for the evaluation harness

3.3.3 Dataset Annotation Projects

There are two dataset annotation projects currently planned:

FinanceMath: generate solutions to the 1,000 examples in the test set to complement the existing 200 examples from the validation set (for which the authors released 
the solutions). The proposed plan is to generate solutions automatically and ask humans to validate them. For a smaller subset we propose manual generation of 
solutions from scratch. 

Progress to date: annotation guidelines have been written for both tasks. 

Next step: prepare the annotation platform and recruit annotators.

Datasets based on Aveni Detect data: the proposed plan is to retranscribe and anonymise client calls to address quality concerns of the current transcriptions. From 
these transcriptions, datasets may be constructed for a number of tasks covering the NLP capabilities: long context modelling, multi-turn conversation, text classification, 

NLP tasks comparison of continual pretrained and baseline models

IFEval Instruction Following General

BBQ Text Classification, also Safety General

StockEmotions Text Classification Finance

SubjECTive-QA Text Classification General

Finentity Text Classification Finance

UnfairToS Text Classification General

FIRE Information Extraction (Named entity 
recognition; relation extraction)

Finance

TableBench Tabular Data, Text Generation (Fact 
checking; data analysis; numerical 
reasoning)

General and Finance

UCFE

(Note: needs LLM as 
judge)

Summarisation, Text Generation, Multi-
turn Conversation, Information 
Extraction

Finance

QMSum Summarisation and Multi-turn 
Conversation

General

SQuAD V2 Question Answering (Reading 
comprehension)

General

CommonsenseQA Question Answering (Commonsense 
reasoning)

General

COPA Question Answering General

LogiQA Question Answering (Logical reasoning) General

MathQA Question Answering (Maths reasoning) General

Math algebra Question Answering (Maths Reasoning) General

Dataset NLP Task Coverage Domain

"CMR Scaling Law: Predicting Critical Mixture Ratios for Continual Pre-training of Language Models” Gu et al.
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Conclusion

• Large amount of skilled engineering involved in training 
LLMs at scale

• Blizzard of research and competing models - hard to 
find the best path

• EuroHPC is a key resource! 

• Main challenges to make it successful: 

• High quality training data

• Getting the right evaluation
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Plans for the future

• Building application for demonstrating FinLLM with Lloyds/NW

• More and better data, synthetic data, partner data, industry 
body data

• Collect human preference judgements 

• Explore multimodal vision-text models mainly for documents


